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ABSTRACT 

This research paper shows the implementation of two algorithms for the reduction and 

extraction of characteristics in images: the Principal Component Analysis (PCA) algorithm and 

the Linear Discriminant Analysis (LDA) algorithm, in the public database known as Cohn-

Kanade (CK +) as part of the progress of the research work on the detection and classification 

of facial expressions with a Support Vector Machine (SVM). These two algorithms were chosen 

because they are the most used in the literature, where it is empirically demonstrated that they 

make a good reduction in the data dimension. This paper reports a part of the methodology used 

for the classification and detection of facial expressions, and remarks the importance of reducing 

the dimension of the data in a dimensional space. It is of great relevance to know if these data 

are really representative of the original set, and if they contribute with images that are 

representative of the expressions (anger, happiness, sadness, fear, surprise, neutral) to be 

compared. It is shown that for this specific case, LDA carries out a better grouping of data 

thanks to the fact that a large number of images that represent each of the facial expressions can 

be provided, additionally, it is a supervised algorithm. 
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INTRODUCTION 

In recent years, various methodologies and strategies have been proposed to improve the 

classification of facial expressions considering 3 general steps: preprocessing, feature extraction 

and classification for 2D and 3D images [1], [2], [3], [17]. The recognition of facial expressions 

is one of the most important problems for the human being, and to which special attention has 

been paid nowadays. Facial expressions form a key piece in non-verbal communication [4], and 

have been shown to convey emotions and intentions. This area is very interesting and 

challenging, since said expressions are subjective and even similar in some situations; Likewise, 

they cause confusion when they are interpreted. In recent years, various automatic systems have 

been developed that help detect different facial expressions. This type of system is characterized 

by estimating the emotional state of a person. 

     Such systems carry out training from a set of images, to which a pre-processing stage is 

applied and, subsequently, an extraction of facial features. These characteristics are classified 

into six emotions considered universal: happiness, sadness, anger, disgust, surprise and fear; 

Finally, a prediction is made of the emotion shown by the image. This technique could be applied 

in advertising, to analyze a person's face while viewing either an advertisement, a television 

commercial or a product in a store; It would also be possible to use it as a medical tool aimed at 
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people with autism or Alzheimer's, where it is useful to monitor a patient's facial expression 

when faced with a certain stimulus, with the purpose of helping in the diagnosis or follow-up 

during the disease. Another possible application would be as a tool in police interrogations or in 

the psychological evaluation of a person. 

       As an example of a development of a framework for the classification of facial expressions 

[5], the following technique is shown, which consists of two steps: first, a feature extraction and, 

later, its classification. From an input image, certain points of interest are located on a face with 

the purpose of dividing it into seven triangles, which will be the support points used as base 

descriptors. For the extraction of local and global characteristics, a Fourier transformation 

combined with the Linear Discriminant Analysis (LDA) algorithm is performed, with which the 

linear discriminants are obtained. Then, in the classification part, an own kernel is applied in a 

Support Vector Machine (SVM). This framework was evaluated with the JAFFE, Cohn-Kanade 

(CK) and FER-2013 databases, where different successful measurements were obtained in each 

of the six emotions evaluated. A way to implement a facial expression recognition system, it is 

through the methodology [6] , [18]. In this methodology, the Principal Component Analysis 

(PCA) algorithm is applied to a cropped image of the face, with the aim of obtaining its main 

components and reducing its dimension. Then, a feature extraction is carried out with Gabor 

waves or with Local Binary Patterns (LBP). Once this is done, the information is stored in a 

database which is then used to classify the expressions with SVM, thus predicting in real time 

the emotion shown in the image (captured with a webcam). 

      In the proposed model, different success rates are obtained in public databases. Using the 

Gabor wave method, a percentage of 84.17% was obtained in JAFFE, 93.00% in MMI, and 

85.83% in Cohn Kanade. In the JAFFE database, 88.00 was obtained %, 88.16 % in MMI, and 

96.83 % in Cohn Kanade, using the LBP feature extraction technique. It is also possible to see 

the implementation of an automatic facial expression recognition system for 3D faces in [7]. 

Here the facial feature extraction technique known as PCA is combined with an SVM classifier. 

In this work, a binary SVM algorithm and a multi-class one are implemented, in order to carry 

out the classification of facial expressions. The extraction task with 3D PCA is supported by the 

Mean Reference Points (MLPs) algorithm, which locates points in areas of the face and, based 

on these points, performs an alignment and extracts the face in a very delimited way. 

     In this research it is concluded that using feature extraction algorithms, as well as having a 

greater number of faces with more diversity in expressions, is vital to carry out a better 

classification and save computational time. Finally, the possibility of improving the system is 

shown, to classify expressions in faces showing different poses, degrees of occlusion and 

lighting. 

     In [8] a proposed three-step scheme for a facial expression recognition system is shown. The 

first step consists in the extraction of characteristics through the wavy transformation type II 

(ripplet-II), whose implementation is hybrid, since it combines the extraction of appearance and 

geometric characteristics. The ripplet-II algorithm returns high dimensional space coefficients, 

for this reason, in the second step PCA and LDA are combined in order to reduce the dimension 

of the data, this returns a vector of 6 features and improves computational time. As the third and 

last step, the features are classified using the LS-SVM algorithm, where a Radial Base Function 
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(RBF) kernel is used. The tests and validations of this system were carried out with public 

databases known as CK+ and JAFFE. Despite having obtained a 98.97 success rate % and 99.46 

% respectively, in said public databases, results are not documented with images that do not have 

controlled lighting conditions; therefore, it is assumed that real life images affect the performance 

of the system, this demonstrates the existence of opportunities for improvement. The length of 

the data to be analyzed is a performance issue for many machine learning algorithms. That is 

why the main objective of this research work is to reduce the amount of data that an algorithm 

machine learning must process. It is said, then, that the input data set is d-dimensional, however, 

it seeks to project a new k-dimensional data set, where k < d, here it is important to know if the 

new size and feature space represent the data well. To illustrate the above, it is proposed to 

implement two feature extraction and reduction algorithms known as Principal Component 

Analysis (PCA), proposed by [9], and Linear Discriminant Analysis (LDA), proposed by [10]. 

The research describes each algorithm to understand its operation, and compares its results in 

order to have a starting point to later choose one of them and apply it in the future with a 

classification algorithm; such implementations are based on [11] for PCA and [12] for LDA.  

 

METHODOLOGY 

Obtaining the images 

         The first image acquisition was made from public databases. The first database that was 

used was [13], known as Cohn-Kanade (CK+). This database provides a vast collection of 

sequential images of people displaying an expression, both posed (non-spontaneous) and 

spontaneous; It starts from an expression that goes from a neutral state, until exhibiting a facial 

expression that denotes a specific emotion, as shown in figure 1. 

 
Figure 1. Extract of images with signs of surprise from the public database 

Cohn–Kanade (CK+) 

      This database has a different number of sequences and expressions in each person; likewise, 

each individual has a different number of facial expressions denoting the same emotion. 

Therefore, it was decided to discretionally select the images that best represent a specific 

emotion. The procedure and criteria were as follows: 1) select three images of each individual 

that show different intensities of an emotion, 2) not take into account that the same individual 

appears in each type of facial expression (due to the inconsistency of the database); 3) separate 

the images taking into account only the facial expressions. As shown in figure 2, there are 66 

separate images of the same type of emotion that reflect 3 types of intensities per person: a total 

of 22 different people showing the same emotion with three different intensities. 

    After manually extracting each of the images from the Cohn-Kanade (CK+) database, these 

images were separated into 6 folders named after the name of the emotions known as anger, 

happiness, fear, neutral, surprise, and sadness, as shown in figure 4. Thus, a new database was 

obtained with a total of 396 images of 640 x 490 pixels each. 
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Figure 2. Extraction of faces with visible features of surprise. 

  

Figure 3. Folders where the images that make up the Cohn-Kanade (CK+) public database are 

stored. 

 

 
Figure 4. Extraction of faces with visible features of surprise. 

Face extraction 

      Once the images were obtained in the acquisition stage, the face was extracted from each of 

the images from the databases. An algorithm that performs this task automatically was developed 
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based on the algorithm proposed by [14] , [19] , the images are stored on the local disk in a 

directory called Database. Inside this directory are the other folders with the manually classified 

images, as shown in Figure 3. This algorithm iterates through each of the folders in the database 

and proceeds to read each of the images that are stored. Subsequently, it detects the face and cuts 

out the area of interest, resizes it to 50 × 50 pixels, converts it to grayscale and stores it in the 

output location. When finished processing all the images in a folder, the output location is 

updated to save the next set of images to another folder and continue processing on the rest of 

the folders and images. The total collection has 396 images of 50 × 50 pixels, separated into 6 

folders. 

   The reasons for processing the images in this way were the following: 

▪ to. Detecting the area of the face helps to eliminate those areas of the image that are not     

relevant for distinguishing facial expressions. 

▪ b. An image of 2500 pixels is a good representation of the face and relevant information that 

helps to identify different facial expressions is not lost. 

▪ c. Although some images appear to be grayscale, the image actually has all 3 color channels; 

by converting it to grayscale, the processing time is considerably reduced. 

 

Prepare the training set 

      The newly formed data set consists of 396 rows and 2500 columns. The 50x50 pixel images 

make up the 2500 columns, plus an additional label column is added which is essentially a class 

label to indicate whether the instance in each row belongs to a class (1 angry, 2 happy, 3 sad, 4 

surprised, 5 scared, 6 neutral). Each component of the row contains a value between 0 and 255, 

this describes the intensity of each pixel, as shown in figure 5. 

 
Figure 5. Representation of the images from the database used in table form. 
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Linear Discriminant Analysis 

      It is one of the most popular supervised algorithms for data dimension reduction in the 

preprocessing of large amounts of information, which is subsequently processed by a pattern 

classification algorithm or machine learning. The objective of this algorithm is to project the 

original data into a new subspace of features that is of a lower dimension, in order to achieve a 

good reduction of the information and, at the same time, to achieve a better separation between 

the data. 

   Because LDA takes into account the nature of the data a priori —that is, it classifies them 

first—, it maximizes the separation in order to avoid overfitting in the classification algorithm 

and thus reduces computational costs. The implementation of the LDA algorithm can be 

summarized in the 5 steps shown below: 

1. Calculate the d-dimensional average vectors for each class         , as well as the average vector 

of all images  

  

𝜇𝑖 = 1

𝑛𝑖
∑ 𝑋𝑘

𝑁
𝑛∈𝐷𝑖

                                                                                              (1)                        

 

Where  𝑖  represents the class and    𝑋𝑘  the current element of the class. 

 

𝜇 = 1

𝑁
∑ 𝑋𝑖

𝑁
𝑖=1                                                                                                      (2) 

 

 

2. Calculate the within-class scatter matrix   𝑆𝐵  and the between-class scatter matrix   𝑆𝑊. 

 

𝑆𝑊= ∑    ∑ (𝑋𝑘 − 𝜇𝑖)(𝑋𝑘 − 𝜇𝑖)
𝑇

𝑥∈𝑋𝑖

𝑐
𝑖=1                                                      (3) 

 

𝑆𝐵= ∑ 𝑁𝑖(𝜇𝑖 − 𝜇)(𝜇𝑖 − 𝜇)𝑇𝐶
𝑖=1                                                                        (4) 

 

3. Calculate the eigenvectors and their corresponding values of 

the dispersion matrices. 

𝐴𝑣 = 𝜆𝑣                                                                                                                     (5) 

Where  𝐴 = 𝑆𝑊
−1𝑆𝐵  ; v is the eigenvector   and λ own value. 

4. Order the eigenvectors according to the descending order of 

their respective values and choose 𝐾 the eigenvectors with the largest values in order to form the 

matrix  𝑊of  𝑑 × 𝑘 , where each column of the vector 𝑊represents an eigenvector. 

5. Use the matrix W to transform the examples (input data) in a new feature subspace. To 

achieve this, the following operation is performed:    𝑌 = 𝑊 × 𝑋         , where of   𝑋 is the d-

dimensional matrix that represents the data set ( 𝑛   examples), and  𝑌 is the n d-dimensional 

transformed matrix into a new subspace. 
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Principal Component Analysis 

Principal component analysis was first implemented for facial recognition purposes in [15], [20]; 

it is an unsupervised algorithm that performs a linear transformation. Said technique has various 

applications, be it prediction of data in the stock market, analysis of genetic expression data, 

facial recognition, or others. Being an algorithm, it does not Prevised, the main objective of PCA 

is to identify patterns in the data, since its type is not known a priori. The purpose of this 

algorithm is to find a correlation between the variables to separate them and reduce the size of 

the data. That is, it is possible to state that PCA finds the directions of maximum variance of 

high-dimensional data and projects them into a new, smaller feature subspace, while preserving 

most of the information, since the PCA method seeks to obtain the optimal directions 

(eigenvectors) that capture the largest variance. 

Figure 6 shows the 60 directions optimal values or axes of principal components that were 

generated with the PCA method in the form of images for the set of data. It is impossible to 

visualize one way graph the first component from eigenvalue 1 to eigenvalue 60, since further 

addresses or components are generated complicated in the search to maximize the variance in 

the new feature subspace. The implementation of the algorithm of PCA can be summarized in 

the 4 steps which are shown below: 

1. Obtain the vectors and eigenvalues of the covariance matrix or correlation matrix. 

2. Sort the eigenvalues in order descending and choose the 𝑘   vectors eigenvalues that 

correspond to the k largest eigenvalues, where k is the number of dimensions of the new entity 

subspace (𝑘 < 𝑑 ). 

3. Build the projection matrix   𝑊of the 𝑘   selected eigenvectors. 

4. Transform the original data set X through W, to obtain a k-dimensional feature subspace Y. 

 

 
Figure 6. Optimal directions of the principal components that the algorithm returns. 

 

The eigenvectors are the direction of the distortion and the eigenvalues are the scale factor for 

the eigenvectors that describe the magnitude of the distortion. The eigenvectors are important, 
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since they are the ones that form the axes of the new feature subspace, and the eigenvalues of the 

magnitude are the new axes. In figure 7, of the 2500 features or columns     (pixels), it is clearly 

shown that most of the variance is 41.39%, which can be explained only by the first principal 

component, the second principal component contains 11.28% of information, while the third 

component contains 6.67%. The three components together contain 63.72% of the 

information.        

 

 
 Figure 7. Distribution of the explained variances in the principal components. 

 

RESULTS AND DISCUSSION 

Both Linear Discriminant Analysis (LDA) and PCA perform a linear transformation. PCA 

produces directions (principal components) that maximize variance, while LDA also seeks to 

find directions that maximize separation (linear discriminants) between different classes. LDA 

can be more useful in the pattern classification problem, since PCA ignores class labels. In other 

words, PCA projects the entire data set onto a subspace of different characteristics, whereas LDA 

attempts to determine  a feature subspace to distinguish between patterns belonging to different 

classes. 

In Figures 8 and 9, it is possible to see the first 2 and 3 principal components, respectively, which 

represent 63.72% of the information, depending on the results to be obtained. Since PCA is 

known to find the axes with the maximum variance for the entire data set, while LDA tries to 

find the axes for the best class capability, in practice an LDA followed by a PCA for dimension 

reduction is often performed.  
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Figure 8. Cohn-Kanade (CK+) projection in a new 2-dimensional space with PCA. 

   

 
Figure 9. Cohn-Kanade (CK+) projection in a new 3-dimensional space with PCA. 

      

The goal of LDA is to preserve class separation information while continuing to reduce the 

dimensions of the data set. 

In Figure 10, it is possible to see that the data points cluster better when using LDA, compared 

to the PCA implementation with class labels; this is an inherent advantage to monitoring the 

method. By contrasting figures 8 and 10, it is clear that PCA represents the largest variation in 

the entire data set, while the algorithm  LDA and its axes explain the greatest variation between 
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individual classes. The implementation of LDA is very similar to that of PCA, so the fit and 

transform methods are called, which fit the LDA model to the data, and then a transformation is 

performed using LDA dimension reduction. However, since LDA is a supervised learning 

algorithm, there is a second argument that the user must supply to the method: the class labels, 

that is, the emotion labels. 

 
Figure 10. Cohn-Kanade (CK+) projection in a new 2-dimensional space with LDA. 

 

 
Figure 11. Cohn-Kanade (CK+) projection in a new 3-dimensional space with LDA. 
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CONCLUSIONS 

The work demonstrated that LDA was superior to PCA when it came to reducing and extracting 

the characteristics of the images from the public Cohn-Kanade (CK+) database, because they 

know the class labels, although this is not always the case. For example, in comparisons between 

classification accuracies for image recognition, PCA tends to outperform LDA if the number of 

samples per class is relatively small [16]. Several experiments in different works show the 

superiority of PCA over LDA, while others show the opposite. 

When PCA outperforms LDA, the number of training samples per class is small, but not atypical 

of the data sizes previously used by some researchers. 

Because in this work only the part of a more complex methodology that seeks to detect and 

classify facial expressions is reported, the research focuses only on the extraction and reduction 

of features in images. It is proposed as future work to use this advance as a reference; The next 

step is to carry out a classification of facial expressions through a support vector machine with 

several types of kernels, and thus carry out the detection of facial expressions in a more elaborate 

system. 
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