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Abstract 

This article proposes a neural network approach for sarcasm detection based on the formation 

of quantum bag of words features from text. In the proposed method, words are first converted 

into quantum states using the Grover algorithm. Then, quantum bag of words features are 

generated and used for classification. The obtained results were compared with those of 

classical approaches. According to experimental results, the quantum computing-based 

approach achieved 80% accuracy, while the classical computing-based approach showed 78% 

accuracy. Additionally, the quantum bag of words method produced results 2% faster than the 

classical approach. This demonstrates that the quantum approach, through the properties of 

superposition and entanglement, achieves higher performance. The limitations include the 

restricted vocabulary size, insufficient datasets in many cases, and the lack of access to real 

quantum technologies. Nevertheless, the findings show that computers capable of simulating 

quantum behavior indicate the promising potential of quantum computing in natural language 

processing.  
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Introduction 

The introduction of informatization into all spheres has led to the rapid development of 

computational linguistics. It deals with the tasks of automatic processing of textual information. 

One of the important tasks in data processing is the development of classification methods. This 

is due to the need to process large volumes of electronic messages received by various 

organizations and institutions through internet resources (N. S. Mamatov et al., 2024; Дли et 

al., 2019). 
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Text data classification is the process of grouping it according to its content. Methods and 

algorithms for classifying textual information are currently used in many areas, including 

processing electronic requests, spam filtering, sentiment analysis, opinion, topic, and language 

detection, as well as information retrieval. At present, text classification widely employs 

methods such as Support Vector Machine (SVM), Decision Tree (DT), Naive Bayes (NB), K-

Nearest Neighbors (KNN), Neural Network (NN), and Long Short-Term Memory (LSTM) 

(Assistant Professor, Rajarambapu Institute of Technology, Rajaramnagar, MS, India & 

Adamuthe, 2020; D. Muhamediyeva et al., 2025). 

At present, solving problems related to classification is one of the most relevant tasks. In 

particular, tasks such as detecting sarcasm, irony, mockery, and performing sentiment analysis 

are among the key issues in classification. In this scientific work, the problem of sarcasm 

detection is addressed, and an effective solution is proposed based on a quantum feature 

formation algorithm combined with an LSTM neural network. 

In spoken language, sarcasm can be detected through speech tempo and duration, variability, 

pitch level, and acoustic characteristics. However, in written form, sarcastic statements lack 

intonation or gestures, making them difficult to distinguish. To detect sarcasm in textual format, 

an effective Natural Language Processing (NLP) approach is required to classify ironic features 

within sentences (Bavkar et al., 2022; Маматов et al., 2025; Угли et al., 2023)[5-7]. 

In recent years, deep learning methods, particularly the LSTM neural network, have 

demonstrated high efficiency in text classification. However, challenges remain in feature 

extraction and preserving semantic richness during classification. Nevertheless, many studies 

based on LSTM and Bag of Words (BoW) have been conducted to date. The most significant 

of them are analyzed below. 

Admuthe (2020) proposed a classification approach based on Word2Vec vectorization and 

LSTM. The author achieved approximately 91% accuracy on well-known datasets such as 

IMDB, Yelp, AG News, and others. The study provided an in-depth analysis of how optimizing 

vectorization parameters, the number of LSTM layers, and training algorithms affect model 

performance (Assistant Professor, Rajarambapu Institute of Technology, Rajaramnagar, MS, 

India & Adamuthe, 2020). Jamil et al. (2021) proposed a sarcasm detection approach using a 

CNN–LSTM architecture. In this approach, contextual features are first extracted using CNN, 

and then temporal dependencies are learned through LSTM. The multi-domain data-based 

study achieved ≈91.6% accuracy, outperforming classical models. This work demonstrated that 

combining CNN-based feature extraction with LSTM-based temporal analysis is an effective 

solution (Bavkar et al., 2022; Jamil et al., 2021; Маматов et al., 2025; Угли et al., 2023). 

Gumelar et al. (2024) developed a toxic speech detection model based on multimodal data. In 

the study, text and speech signals were analyzed jointly, and an LSTM-based model achieved 

an F1-score of approximately 92.7%. This demonstrates that LSTM models are effective not 

only for text processing but also when working with various types of data. In addition, the study 

emphasized the importance of transcription quality and voice parameters (such as timbre, 

intensity, and speech rate) in classification tasks (‘An Improved Toxic Speech Detection on 

Multimodal Scam Confrontation Data Using LSTM-Based Deep Learning’, 2024; D. T. 

Muhamediyeva et al., 2025; Ниёзматова & Турғунова, 2025). 
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Zhou et al. (2015) proposed the C-LSTM architecture, which sequentially combines CNN and 

LSTM, aiming to achieve high performance in text classification by integrating deep 

convolutional features with temporal dependencies. This approach enables a deeper 

understanding of local relationships between words and contextual semantics (N. Mamatov & 

Nuritdinov, 2025; Zhou et al., 2015). 

Johnson and Zhang (2016) proposed training LSTM in supervised and semi-supervised modes 

based on region embedding. This method significantly improves classification accuracy, 

especially when only a small amount of labeled data is available. Through the use of region 

embeddings, the model deeply captures contextual text blocks (O. J. Babomuradov et al., 2019; 

Johnson & Zhang, 2016). 

The fastText model, developed by Joulin et al. (2016), uses Bag of Words and n-gram structures 

as a simple yet effective approach for text classification. This model provides high speed and 

reliability, competing with classical machine learning models and some deep learning 

architectures. The main strength of the fastText model is its lightweight and computationally 

efficient architecture. This approach is considered one of the effective strategies for use in 

combination with quantized BoW models and LSTM (O. O. Babomuradov et al., 2019; Joulin 

et al., 2016). 

The analysis conducted by Asudani et al. (2023) examines the impact of various word 

embedding models (Word2Vec, GloVe, ELMo, BERT, etc.) on deep learning models, 

particularly LSTM. They demonstrated that contextual embeddings ELMo and BERT achieve 

the highest classification results. In particular, contextual embeddings combined with a transfer 

learning approach significantly improve performance (Asudani et al., 2023; Niyozmatova et al., 

2021). 

The analysis of the literature above showed that the effectiveness of LSTM models is highly 

dependent on the quality of vectorization. Models built on word embeddings can capture deep 

semantic structures, yet a relatively simple quantum BoW approach, when properly adapted to 

the data, can achieve high accuracy. This confirms that the combination of quantum BoW and 

LSTM used in this study is effective. 

 

Methodology 

In this study, the proposed approach is used to detect sarcasm by combining NLP methods, 

quantum BoW features, and neural network models. This approach consists of stages of data 

preprocessing, vectorization based on quantum BoW features, model architecture, training, and 

prediction of new data. 

Stage 1. Data preprocessing. At this stage, the text database is loaded, punctuation and stop 

words are removed, text is converted to lowercase, extra spaces are cleaned, and similar 

operations are performed. For this purpose, sarcasm headline databases V1 and V2 were used. 

The set of headlines is denoted as hi , and  for binary classification, groups are created as 

{0,1}yi  , where 1yi =  represents sarcasm and otherwise indicates non-sarcasm. 

Stage 2. Tokenization and classical BoW. Using tokenization, the text data is split into tokens. 

Based on this, a dictionary of the most frequently occurring words is created: 
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( , ) { , ,..., }
1 2trainTokenizator X V L l l l

V
→ = , 

here L  – dictionary(25 words), li - the i -th word in dictionary. 

The classical BoW vector is formulated as follows: 

_ ( , ) [ , ,..., ]
1 2

v classical BoW T L f f fi i V
= = , 

here Ti  - i  -th text, ( )f word lj j=  =  - frequency of l j th word( I  is the indicator 

function).  

Stage 3. Quantum search. Here, the search is carried out using the Grover algorithm, that is, the 

presence of words in the text is determined. It is performed in the following steps: 

Step 1. Constructing the quantum circuit. Initially, the state is brought into a quantum 

superposition state: 

1
0

0 {0,1}2

nnH x
n nx


= = 


, 

here n V= - qubit quantum circuit, H  - Hadamard gate. 

Step 2. Applying the oracle operator. The amplitudes of the target states of the oracle U
f

, 

based on the target vector vt , are modified as follows: 

( )
( 1)

f x
U x x
f

= − , 
1,

( )
0,

if x vtf x
otherwise

=
= 


. 

A multi-controlled ( )X MCX  gate is used to mark the target state. 

Step 3. Applying the diffusion operator. To restore the superposition and amplify the amplitudes 

of the target states, the diffusion operator dU reflects the amplitudes around the average. 

(2 0 0 )n nU H I H
d

 = − . 

Step 4. Performing iterations. The number of Grover iterations is taken as optimal 2nk  . 

In each iteration, U
f

and U
d

are applied as follows: 

( )
0

kU U
k d f

 = . 

Step 4. Measurement is performed. 𝑛qubits are measured, resulting in bitstrings and their 

occurrence frequencies { : }counts s ci i= , where {0,1}nsi  is the bitstring and ci is the number 

of measurements. 

Converting the results into a quantum BoW vector. For each bitstring si , if it matches [ ] 1s ji =

, then ci is added to the word at index j . Normalization is performed as follows: 

: [ ]
[ ] [ ]

cs s j ii iq j round v jt tci

 
 = 
  

, 

here qt  is a quantum BoW vector. 

The formed vectors are prepared for the LSTM neural network, and all vectors are brought to 
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the same size. Padding is applied for this purpose, with the maximum length set to 25L = : 

( , ) 0L mP pad S L S −= =  , 

here, S  represents the sequence of quantum BoW vectors, and  denotes padding with zero 

vectors. The training and validation sets are formed as follows: 

( ( , ), )P pad Q x V L x Xtrain i i trainBoW
 = 
 

, 

 ( ( , ), )P pad Q x V L x Xtest testi iBoW
 = 
 

. 

This ( , , )N L V  represents the input tensors in the form. 

Step 4. Training the neural network. The classification model consists of a simple sequential 

neural network, which employs bidirectional LSTM layers to capture dependencies in 

sequences prepared using the quantum method, as well as dense layers for binary classification. 

( )f

 model is next: 

( ) ( ( (Re ( ( ( ( )))))))
1 0.3 32 64 128

f P Dense Dropout LU Dense BiLSTM BiLSTM P


= , 

here BiLSTM
k

 k  represents a bidirectional LSTM layer with neurons, the second layer has a 

dropout rate of 0.2 and a fully connected layer with _return sequences True= , Dense
k

 k  

neurons, ReLU rectified linear activation, where max(0, )x ,   sigmoid activation 

1
( )

1
x xe

 = −+
. 

The loss function is implemented as the binary cross-entropy 

1
ˆ ˆ ˆ( , ) log( ) (1 ) log(1 )

1

N
L y y y y y yi i i iN i

 = − + − −  =
. 

In it, accuracy is observed as follows: 

( ) ( ) ( )
1

ˆ ˆlog 1 log 1
1

N
Accuracy y y y yi i i iN i

 = + − −
 =

  

The model was trained up to the 40th epoch, early stopping was applied, and the model that 

achieved the best result was saved. 

Training and predicting new data. For a new headline hnew , the following calculations are 

performed: 

( ),h C hnew c new= , 

( ( , ), ),P pad Q h V Lnew new cBoW
= , 

ˆ ( )y f Pnew new
=  , 

here ˆ 0.5ynew   if so, then the title is sarcastic. 

In this study, the V1 and V2 datasets, consisting of headlines from the Kaggle platform, were 

used. The V1 dataset contains 26,709 headlines, of which 14,985 are sarcastic and 11,724 are 

non-sarcastic, while the V2 dataset contains 28,619 headlines, of which 15,085 are sarcastic and 

13,534 are non-sarcastic. These datasets were combined and split into training and validation 
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sets in an 80/20 ratio, and classification was performed using the proposed algorithm. 

 

Results 

In this study, sarcasm detection was performed using an LSTM neural network based on 

quantum Bag of Words features. The main evaluation metrics were accuracy, precision, and F1 

scores, while the classification time for both quantum and classical approaches was also taken 

into account (Table 1). 

 

Table 1 Results of classification algorithms 

t/r Approach type 
Training 

time (sec) 

Classification 

time (sec) 

Accuracy 

(%) 

Precision 

(%) 

F1  

(%) 

1 
Quant BoW anddd 

LSTM 
540 3 80 89 81 

2 
Classic BoW va 

LSTM 
631 5 78 83 78 

 

The quantum BoW algorithm with a BiLSTM architecture and the LSTM approach achieved 

80% accuracy on the validation set. This demonstrates the capability of quantum computing to 

effectively model semantic relationships. The classical BoW with LSTM approach achieved 

78% accuracy. Both approaches were trained for up to 40 epochs using a loss function and the 

Adam optimizer, with early stopping (patience=3) and best model saving strategies applied. 

These approaches were applied to the same LSTM architecture with both quantum and classical 

BoW algorithms and compared. The classical model achieved 78% accuracy, which is 2% 

lower than the quantum approach. The classical method used simple word-frequency-based 

vectorization, whereas leveraging quantum computing properties provided a relatively higher 

result. Overall, the LSTM approach based on quantum BoW feature construction achieved 

higher accuracy compared to the classical approach, demonstrating the potential of applying 

quantum computing in natural language processing. 

 

Discussion 

Quantum and LSTM approaches exist in NLP, but fully quantum BoW and LSTM methods for 

sarcasm detection have not yet been developed. One of the recent innovations is hybrid 

quantum-classical models. For example, QFNN in 2023 achieved 92% accuracy for sarcasm 

tasks. However, it used quantum unstructured or kernel-based methods rather than BoW. Chen 

et al. (2020) proposed a quantum LSTM model that represents classical LSTM in a quantum 

state, processing sequences through superposition using qubits. In that work, the proposed 

approach was tested on NLP tasks, including text classification and language generation. As a 

result, it showed 10–20% faster convergence compared to classical LSTM, though on real NISQ 

devices, accuracy slightly decreased due to noise. Bausch (2020) proposed the Recurrent 

Quantum Neural Networks approach, where quantum RNNs and LSTM were hybridized to 

model sequences in NLP. The approach was tested on text classification and language models, 

demonstrating that quantum superposition better captures contextual relationships. On small 

datasets, accuracy was 5–15% higher than classical methods, but on large datasets, the lack of 

real quantum computing devices created difficulties for solving these tasks on classical 



European Journal of Interdisciplinary Research and Development 
Volume- 46                                       December- 2025 
Website: www.ejird.journalspark.org                  ISSN (E): 2720-5746 
 

108 | P a g e  
 

computers. 

 

Conclusion 

This scientific study investigated the effectiveness of the quantum bag of words model and the 

LSTM approach for sarcasm detection, and also compared it with the classical bag of words 

method. The quantum BoW approach showed 2% higher accuracy compared to the classical 

BoW. Several features of quantum computing, including superposition, entanglement, and 

interference phenomena, provide advantages in data analysis and classification. This study 

demonstrated the promising potential of quantum computing approaches in natural language 

processing. In the future, the approaches presented in this study should be explored on various 

datasets and real quantum devices. In particular, expansion to multilingual datasets, increasing 

the vocabulary size, and testing on real quantum devices such as IBM Quantum or Google 

Sycamore are necessary. Furthermore, integrating the model with modern architectures, such 

as Transformers, could improve accuracy and broaden its applicability. The results of this study 

may serve as an important step illustrating the future of quantum technologies in language 

analysis. 
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