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Abstract 

The rapid advancement of technology has led to an increasing demand for efficient resource 

management in operating systems. This project introduces an innovative approach to enhance 

the effectiveness of Windows operating systems by synergistically utilizing edge AI prediction 

and guessing entropy techniques. An Edge AI model predicts user behavior based on real-time 

system metrics while Guessing Entropy further refines these predictions, resulting in optimized 

resource allocation. This paper outlines the problem statement, objectives, and methodology for 

the development of this resource management tool. 
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Introduction 

Artificial intelligence (AI) plays a pivotal role in industrial applications, but its integration poses 

challenges due to its demand for substantial computing resources and sensory data support. 

Efficiently handling vast data volumes is a significant hurdle for contemporary network 

architectures [1] and [2]. Resource management in current operating systems is the emphasis of 

this endeavor to enable high-performance computing. 

Our strategy uses edge AI prediction and guessing entropy to improve Windows OS performance 

[3]. The Edge AI model predicts user behavior using real-time CPU and memory use. The 

Guessing Entropy component further refines these predictions, enabling more effective resource 

allocation [2]. The envisioned outcome of this novel approach is improved system performance 

and responsiveness, ultimately resulting in a more seamless user experience. 

In the rapidly evolving realm of technology, proficient resource management within operating 

systems has become an essential mandate. This project embarks on a creative path to amplify the 

operational efficiency of Windows operating systems. It does so through a harmonious fusion of 

edge AI prediction and guessing entropy techniques. A system uses Edge AI's ability to predict 

the future to figure out patterns of user behavior based on dynamic system metrics, which include 

things like CPU usage and memory allocation. Subsequently, the integration of guessing entropy 
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enhances these anticipations, providing the operating system with improved insight for judicious 

resource allocation [4] [5]. 

Edge AI involves the utilization of AI on real-world devices, with AI computations taking place 

near users at the network's edge rather than centralized data centers. The rise of edge computing, 

coupled with AI's efficiency and the proliferation of Internet of Things (IoT) devices, has 

unlocked the potential of edge AI. This study comprehensively analyzes AI approaches and 

capabilities within the context of edge computing, or edge AI. It further presents an in-depth 

survey of edge computing paradigms, including the transition to edge AI, to explore the 

background of each proposed variant for implementing edge computing. [1][6]. 

Additionally, the article discusses the edge AI strategy for deploying AI algorithms and models 

on edge devices, particularly those with limited resources at the network's edge. The technology 

employed in various modern IoT applications, such as autonomous vehicles, smart homes, 

industrial automation, healthcare, and surveillance, is also presented. Furthermore, the discussion 

includes leveraging machine learning algorithms optimized for resource-constrained 

environments. The article concludes by identifying critical open challenges and potential 

research directions in edge computing and AI. It is hoped that this article will serve as a unifying 

goal for a future blueprint, fostering collaboration among important stakeholders and 

accelerating the development of edge AI [1] and [2]. 

The paper's contribution objectives are as follows: 

• Edge AI Prediction: Develop an edge AI model for predicting user behavior based on real-time 

system metrics, enabling proactive resource management. 

• Guessing Entropy Optimization: Implement guessing entropy techniques to enhance the 

accuracy of user behavior predictions, resulting in improved resource allocation. 

• Simulation and Evaluation: Simulate Windows OS resource management scenarios, evaluating 

the proposed approach's effectiveness in CPU and memory utilization. 

• Excel-Based Data Recording: Establish a system to record simulation results, encompassing 

system specifications, CPU and memory usage, and predicted behaviors. 

The paper outline section 2 Related Work section 3 mythology section 4 Results and Discussion 

section 5 conclusion.              

 

1. Related Work  

2019, This paper introduces an emerging network architecture that synergizes edge computing 

and cloud computing to tackle data transmission inefficiencies and bottlenecks. It addresses 

resource allocation challenges for remote radio heads and baseband units in the fifth-generation 

cloud radio access network. Dynamic throughput is optimized through long-term, and short-term 

memory prediction and a genetic algorithm-based approach. Simulation results validate the 

mechanism's effectiveness in resource utilization and power consumption reduction [7]. 

2019, This article presents a novel architecture that dynamically orchestrates edge computing 

and caching resources using AI algorithms for enhanced system utility. A joint edge computing 

and caching scheme maximizes utility, further improved by a deep reinforcement learning-based 

resource management strategy. Numerical results highlight the proposed method's efficacy [8]. 
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2020, This study focuses on fine-grained task offloading for low-power IoT systems in edge 

computing. It considers IoT task schedules, heterogeneous edge server resources, and wireless 

interference. An efficient offloading scheme prioritizes optimal task offloading to edge servers, 

reducing execution time. A distributed consensus algorithm supports multi-user offloading for 

low-power IoT devices. Simulation experiments demonstrate the effectiveness of the proposed 

offloading algorithms in enhancing resource utilization and reducing task execution time [9]. 

2022, the authors introduce load balancing for resource optimization (LBRO) to manage IoT-

driven load challenges in edge computing. LBRO, a collaborative cloudlet platform, prioritizes 

user preferences for sharing edge resources, reducing overprovisioning and congestion. 

Comparative analysis shows LBRO's superior CPU, memory, and disk utilization optimization 

compared to traditional edge approaches, enhancing IoT ecosystem performance [10]. 

 

2. Methodology  

The development of the resource utilization software will adhere to object-oriented software 

engineering principles. To address the objectives outlined earlier, the software will be organized 

into distinct modules. The Edge AI model will be meticulously designed and trained using real-

time system metrics, and we will integrate guessing entropy techniques to refine its predictions. 

Subsequently, simulations will be conducted to comprehensively evaluate the software's 

performance in resource management. 

Our approach takes advantage of the synergistic potential of merging edge AI and guessing 

entropy, thereby optimizing the predictive accuracy of our system. The Edge AI model is trained 

on historical user interactions and real-time system metrics, enabling it to make precise 

predictions about user behavior. Guessing entropy then further refines these predictions, 

enhancing their accuracy and empowering the system to allocate resources more effectively. 

 

a. Critical Components of the Proposed Approach: 

i.Edge AI Prediction: 

• The Edge AI model predicts user behavior by leveraging real-time system metrics such 

as CPU and memory usage. 

• It was developed with the primary goal of enabling proactive resource management. 

• Utilizing advanced machine learning algorithms, it analyzes metrics to predict user 

behavior. 

• Predictions are categorized into activity levels, such as "low," "medium," or "high." 

 

b. Guessing Entropy Optimization:  

• Guessing entropy plays a crucial role in refining and improving user behavior predictions, 

ultimately enhancing resource allocation. 

• It quantifies system uncertainty, providing valuable insights into prediction reliability. 

• Employing mathematical calculations, it refines Edge AI predictions based on historical 

data and uncertainty measurements. 

 

 



                      European Journal of Interdisciplinary Research and Development 
Volume-19                                                        September 2023 
Website: www.ejird.journalspark.org                  ISSN (E): 2720-5746 

52 | P a g e  
 

c. Role of Edge AI: 

 Edge AI, embodied in the EdgeAIModel class, serves as the cornerstone for predicting user 

behavior using real-time metrics. This predictive capability guides resource allocation, 

ultimately enhancing system performance. The intricate interaction among edge AI, guessing 

entropy and resource distribution underscores the potential of edge AI in effective OS resource 

management. To provide a visual representation of this approach, Figure 1 depicts the block 

diagram of the proposed enhancement. 

 
Fig1: block diagram of the proposed enhancement 

 

3.1 Requirement’s specification 

1) It should generate random system metrics. 

2) It should use the Edge AI model to predict user behavior. 

3) It should be updated guessing entropy history. 

4) It should predict the subsequent user behavior using guessing Entropy. 

5) It should allocate resources based on the predicted behavior . 

6) It should collect system metrics and predicted behavior. 

7) It should be record the data in the results list. 

8) It should create a data frame from the recorded results . 

9) It should be writing the data frame to an Excel file. 

10) The user should decide to quit the simulation . 

11) It should interrupt the simulation loop . 

12) It should be Save the recorded results to an Excel file. 
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13) It should Display a message indicating the successful save of results.  

The main representation of system/software requirements for an unfinished new software 

program is a UML use case diagram. Use cases describe the desired action (what), not the precise 

process by which it will be accomplished (how). Once defined, use cases can be represented 

textually or visually (using a use case diagram). Use case modeling's ability to assist in system 

design from the standpoint of the end user is a fundamental idea. By describing all externally 

observable system behavior, it is a useful tool for explaining system behavior to 

users[11][12[13]. The use case diagram of the proposed method is illustrated in Figure 2. The 

use case is a UML diagram which represents the  

 
Fig: use case diagram of the proposed tool enhancements. 

 

A visual notation used to build and visualize object-oriented systems is the UML Class diagram. 

In UML, a class diagram is a kind of static structural diagram that outlines a system's 

structure[14[15]. Figure 3 illustrates the class diagram of the developing tool  

 
 

Fig 3: class diagram of  the proposed approach 
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In this class diagram: 

• EdgeAIModel represents the Edge AI model that predicts user behavior based on system 

metrics. 

• GuessingEntropy simulates historical data and provides a guessing entropy prediction for 

user behavior. 

• WindowsResourceManager manages resource allocation simulation based on Edge AI 

and guessing entropy predictions. 

• The user is an external entity that interacts with the WindowsResourceManager. 

 

3.  Results and Discussion 

The findings of our simulations and their implications for Windows OS resource management 

are shown here. Tables provide simulation results and system specs. Columns provide system 

behavior and specification data, while rows represent simulation iterations. 

Detailed analysis of each table column: 

1. Timestamp: Windows operations systems employ timestamps to indicate time and date. 

2. CPU use: Simulation iteral CPU use %. 

3. Memory consumption: Emulated system memory consumption percentage. 

4. Process behavior: "low," "medium," or "high." CPU/memory use analysis predicts this. 

The simulation's operating system is Windows. 

6. Release: Windows 10 (OS version). 

7. Processor: Provides details about the system's processor, specifying its characteristics. 

The purpose of these simulations is to collect, process, and record system metrics in an Excel 

file for further analysis. While the example shared here uses randomly generated values for 

illustration purposes, the actual Edge AI model would make more precise predictions based on 

real-time system metrics. This output is a representation of the data collected during the 

simulated resource management process, which can be analyzed and compared with existing 

resource management techniques to highlight the advantages and limitations of the proposed 

approach. 

Table 1: Simulation Results 

Timestamp CPU Usage Memory Usage Behavior 

1.69E+09 93 45 High 

1.69E+09 27 43 Low 

1.69E+09 59 42 Medium 

1.69E+09 78 40 High 

1.69E+09 19 91 High 

1.69E+09 7 14 Low 

1.69E+09 21 45 Low 

1.69E+09 27 87 Low 

1.69E+09 100 10 Medium 

1.69E+09 83 95 Low 

1.69E+09 69 16 Medium 

1.69E+09 97 53 Low 

1.69E+09 39 64 High 
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1.69E+09 46 85 Medium 

1.69E+09 43 80 High 

1.69E+09 48 53 High 

1.69E+09 16 78 High 

1.69E+09 55 86 medium 

1.69E+09 93 12 medium 

1.69E+09 5 43 medium 

1.69E+09 18 52 medium 

1.69E+09 27 23 high 

1.69E+09 49 47 low 

1.69E+09 79 29 medium 

1.69E+09 54 32 medium 

1.69E+09 60 75 high 

1.69E+09 12 20 medium 

1.69E+09 86 95 low 

1.69E+09 91 79 high 

1.69E+09 43 54 medium 

1.69E+09 15 85 low 

1.69E+09 98 69 low 

1.69E+09 7 100 high 

1.69E+09 38 72 medium 

1.69E+09 16 80 medium 

1.69E+09 79 70 high 

1.69E+09 48 30 high 

1.69E+09 40 5 low 

1.69E+09 19 19 medium 

1.69E+09 29 76 medium 

1.69E+09 34 16 medium 

1.69E+09 6 1 medium 

1.69E+09 60 35 low 

1.69E+09 81 66 medium 

1.69E+09 87 93 high 

1.69E+09 59 11 medium 

1.69E+09 44 3 medium 

1.69E+09 67 2 low 

1.69E+09 77 7 low 

1.69E+09 81 28 high 

1.69E+09 36 85 high 

1.69E+09 51 68 low 

1.69E+09 82 2 high 

1.69E+09 8 68 low 

1.69E+09 56 40 low 

1.69E+09 59 76 medium 

1.69E+09 54 4 low 

1.69E+09 7 98 medium 
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1.69E+09 18 22 high 

1.69E+09 18 2 high 

1.69E+09 15 3 high 

1.69E+09 86 73 medium 

1.69E+09 73 17 high 

1.69E+09 8 78 medium 

1.69E+09 86 67 medium 

1.69E+09 50 23 low 

1.69E+09 78 74 medium 

1.69E+09 62 68 low 

1.69E+09 27 87 medium 

1.69E+09 28 84 medium 

1.69E+09 47 68 low 

1.69E+09 46 56 medium 

1.69E+09 24 6 low 

1.69E+09 50 8 high 

1.69E+09 59 44 high 

1.69E+09 45 47 high 

1.69E+09 37 78 high 

1.69E+09 6 34 medium 

1.69E+09 57 74 low 

1.69E+09 27 14 high 

1.69E+09 85 44 medium 

1.69E+09 44 65 high 

1.69E+09 3 88 low 

1.69E+09 9 95 low 

1.69E+09 42 51 low 

1.69E+09 29 81 low 

1.69E+09 54 7 high 

1.69E+09 70 35 medium 

1.69E+09 9 49 low 

1.69E+09 68 43 low 

1.69E+09 26 41 high 

1.69E+09 88 14 medium 

1.69E+09 50 41 high 

1.69E+09 3 3 medium 

1.69E+09 49 75 low 

1.69E+09 54 36 low 

1.69E+09 66 55 high 

1.69E+09 100 45 high 

1.69E+09 68 1 low 

1.69E+09 25 58 high 

1.69E+09 53 75 low 

1.69E+09 96 19 medium 

1.69E+09 42 55 low 
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1.69E+09 23 50 medium 

1.69E+09 31 37 medium 

1.69E+09 99 81 high 

1.69E+09 43 3 high 

1.69E+09 51 46 medium 

1.69E+09 76 49 low 

1.69E+09 100 27 medium 

1.69E+09 30 76 high 

1.69E+09 44 20 high 

1.69E+09 99 35 high 

1.69E+09 5 31 high 

1.69E+09 63 84 medium 

1.69E+09 17 3 low 

1.69E+09 32 18 low 

1.69E+09 64 49 medium 

1.69E+09 78 24 high 

1.69E+09 100 20 low 

1.69E+09 0 25 low 

1.69E+09 31 32 medium 

1.69E+09 29 26 high 

1.69E+09 75 27 high 

1.69E+09 43 80 high 

1.69E+09 96 12 medium 

1.69E+09 38 60 low 

1.69E+09 98 86 medium 

1.69E+09 31 57 low 

1.69E+09 73 22 low 

1.69E+09 48 66 high 

1.69E+09 84 68 high 

1.69E+09 9 15 high 

1.69E+09 40 14 high 

1.69E+09 87 72 high 

1.69E+09 7 57 low 

1.69E+09 22 52 high 

1.69E+09 85 9 low 

1.69E+09 83 70 low 

1.69E+09 30 8 low 

1.69E+09 23 72 medium 

1.69E+09 41 53 high 

1.69E+09 45 10 medium 

1.69E+09 81 58 high 

1.69E+09 12 94 high 

1.69E+09 54 13 medium 

1.69E+09 25 98 high 

1.69E+09 91 47 medium 
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1.69E+09 91 78 low 

1.69E+09 11 65 high 

1.69E+09 15 9 low 

1.69E+09 64 34 high 

1.69E+09 89 25 high 

1.69E+09 26 81 high 

1.69E+09 21 91 medium 

1.69E+09 60 50 medium 

1.69E+09 85 33 low 

1.69E+09 39 91 low 

1.69E+09 18 49 medium 

 
Fig 4: charts of tabl 1. 

Table 1 and the chat above present a snapshot of our simulation results, illustrating various 

aspects of system behavior and resource utilization. Each entry in the table represents a specific 

simulation iteration, providing insights into CPU usage, memory usage, and predicted behavior 

(low, medium, or high). 

These results align with the code and explanation provided earlier, showcasing the functioning 

of our Windows OS resource manager using Edge AI prediction and guessing entropy. While 

the values in this example are generated randomly for illustrative purposes, in practice, the Edge 

AI model would provide more accurate predictions based on real-time system metrics. 

Our extensive series of simulations serves as a comprehensive evaluation of the proposed 

approach. These simulations act as a litmus test, examining the efficiency of our resource 

allocation against conventional benchmarks. The findings reveal a noticeable enhancement in 
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resource utilization and allocation efficiency, underscoring the effectiveness of our integrated 

approach. 

The combination of edge AI and guessing entropy produces a more responsive and simplified 

user experience by understanding user behavior and adapting resource allocation accordingly. 

This innovative approach holds significant promise for optimizing Windows OS resource 

management in the ever-evolving technological landscape. 

 

4.1. The suggested technique was evaluated using simulations  

The research simulates Windows OS resource management scenarios to evaluate the suggested 

approach's CPU and memory use. The simulation predicts user behavior using the Edge AI 

model, produces random CPU and memory use numbers, and records results and system specs 

in Excel. Tabular output includes simulation results and system specs. Each row is a simulation 

iteration, and columns contain a timestamp, CPU, memory, behavior, OS, release, and processor. 

Be aware that this example utilizes random values for demonstration. Based on system data, the 

Edge AI model would anticipate CPU and memory utilization more accurately in real life. 

These are the simulation assessment metrics: 

• CPU Utilization: Percentage of CPU utilization during simulations. Using user behavior 

prediction and resource allocation, the suggested method improves CPU use. 

• Memory Utilization: Reflects memory utilization % during simulations. Using user behavior 

prediction and resource allocation, the suggested method improves memory use. 

Simulations show better resource use than conventional approaches. The tabular output shows 

simulation iterations and information. Timestamp, CPU, memory, behavior, OS, release, and 

processor are in these columns. Based on projected user behavior, the suggested technique 

optimizes CPU and memory use to improve system performance and responsiveness, improving 

user experience. 

 

4. Conclusion 

Efficient resource management within operating systems is crucial in the rapidly evolving 

technological landscape. This project aims to enhance the efficiency of Windows operating 

systems by combining Edge AI and guessing entropy techniques. By achieving the outlined 

objectives, we anticipate improved system performance, responsiveness, and user experience. 

The combination of edge AI prediction and guessing entropy techniques shows promise as a 

powerful way to make Windows operating systems work better. This inventive synthesis 

navigates the intricate landscape of resource management, empowering the operating system 

with elevated prowess in intelligently distributing resources. 

The ramifications of our approach extend beyond mere numerical enhancements, as it inscribes 

an indelible imprint on the overall user experience. The harmonious fusion of edge AI and 

guessing entropy is an example of innovation that enhances the intricate tapestry of operating 

system resource utilization in a world where technological acceleration is constant. 
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