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Abstract:  

Motion blur is a very important part of how we see moving things. This effect shows up as a 

visible trail along the path of the object. It is caused by the way that film and digital cameras 

handle relative motion and light integration. In this paper, we developed a software method to 

create motion blur on the YasminadNadia 25th Arabian Gulf Cup Iraq dataset, which has the 

faces of Arabian Gulf Cup Iraq players and is made public on the websites Kaggle and GitHub. 

We also found the best kernel motion blur size for each image in the dataset. The proposed 

method was made using the openCV, NumPy, and pillow libraries. 
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Introduction 

People with money, technology, and experience are no longer the only ones capable of producing 

films. Designers, illustrators, and artists that work with new media can create movies using 

digital filmmaking on a desktop computer. This sparked ground-breaking research. Because of 

short films, music videos, animation, new media, and graphics, digital filmmaking is evolving. 

[1]. Blur occurs when the camera and the object both move at the same time. Motion blur can be 

seen with an angle-length point-spread function. These parameters must be well calculated for 

blind motion-blurred image restoration. Without Gaussian noise, there are numerous methods 

for determining the direction and length of motion blur in an image. These motion blur 

parameters can then be used by a nonblind deconvolution algorithm. Photos with blur can reveal 

movement. [2, 3].  

Training on simulated cases blurs motion. Our variable blur model performs well with a variety 

of data and makes few assumptions about the photographs it utilizes. Finally, we can say: (1) For 

deblurring finger vein images, an adversarial network created an Inception-Resnet-v2 backbone-

based DeblurGAN-v2 network. (2) A vein feature-guided finger vein image inpainting network 

can repair damaged images. The network corrects the main image and the original finger vein in 

two phases. (3) A selection of finger vein image restoration tasks based on adaptable deep 

reinforcement learning has been proposed for the first time. This system guides information 

about vein features to the optimal restoration tasks by using a reward function and constraints on 

vein features. 

The second section of a research article discusses similar works, the third section discusses the 

proposed approach, the fourth section discusses the dataset, the fifth section discusses 
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experimental results, and the sixth section discusses the conclusion and what else could be done 

in the future. 
 

1. RELATED WORKS 

In [2017], they advocate for a data-driven approach.The latent image must be modeled in order 

to obtain a prior. Their strategy is centered on comprehending motion flow, which enables the 

model to determine the source of the blur regardless of image content. Although this is a simpler 

learning challenge, latent image priors are used iteratively. Using a fully convolutional deep 

neural network (FCNN), they directly predict motion flow from the blurred image and then 

recover the unblurred image from the estimated motion flow. Their FCN is the first to provide a 

universal mapping from hazy images to dense motion flow. They train the FCN by replicating 

motion flows rather than categorizing hazy images. Extensive testing on genuinely blurred images 

shows that the proposed technique outperforms the current standard [4]. 

[2018] This work describes a novel method for correcting for motion blur on deformable body 

images in which the blur (w) varies during the frame. For each image region, a subset-based 

approach estimates and reduces motion blur. According to synthetic and experimental data, the 

method improves DIC displacement accuracy [5]. 

[2019] They produce motion-blurred images by mixing two unblurred images that are 

successively combined. They motivate and create a new "line prediction" layer for a neural 

network architecture in order to train a system to regress from image pairs in motion-blurred lurred 

images that span the input image pair's capture time.Frame interpolation is used to build a huge 

synthetic dataset of motion-blurred images and their inputs for training this model, which requires 

a large amount of data. In addition, they generate a high-quality test set of real motion blur images 

from slow-motion videos in order to compare our model to a variety of baseline motion blur 

approaches. In terms of accuracy, our model outperforms baselines and is several orders of 

magnitude faster. [6]. 

[2020] This research provides a novel method for simulating captured motion by applying motion 

blur to a single image. With little human effort, filtering generates artificial motion. By 

appropriately addressing object boundaries, it avoids frequent filtering artifacts. They show how 

our system handles difficult situations, including multi-directional blur, reflections, multiple 

objects, and motion-related aesthetic affects. Our post-processing method allows for fine-grained 

control of motion blur without capturing it directly [7]. 

[2021] They proposed that a deep convolutional neural network be used to smooth noisy or fuzzy 

images taken quickly. The images are fused sequentially or simultaneously using the deblur 

LSTM and deblurMerger neural networks. Training is improved by gradient, adversarial, and 

spectral normalization. GOPRO is used to construct the training dataset from pairs of noisy or 

fuzzy images and the ground truth, a sharp image. They used both synthetic and real-world image 

pairs to train their networks. In both qualitative and quantitative aspects, the suggested method 

outperforms state-of-the-art methods. Although Deblur LSTM outperforms it, Deblur Merger 

outperforms it with less calculation time [8]. 

[2021] In this paper, they offer a new objective blur level (BL) measure based on a reference 

image using point spread function/blur kernel analysis. They discovered that our BL metric 

accurately represented the perceived image quality of motion-blurred images better than SSIM 
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and PSNR in most circumstances. Furthermore, in low-light and low-texture images, where SSIM 

and PSNR are prone to failing to describe the blurriness or sharpness of the image [9], our 

technique outperforms SSIM and PSNR metrics. 

[2022] They suggest using video to forecast the 3D motion, form, and appearance of extremely 

motion-blurred objects. They depict the fuzzy appearance of a fast-moving object by 

parametrizing its 3D location, rotation, velocity, acceleration, bounces, form, and texture during 

a certain time interval. Differentiable rendering reduces pixel-wise reprojection error to the input 

video by backpropagating through a rendering pipeline that accounts for motion blur by averaging 

the graphics output across short time intervals to estimate all parameters. The camera exposure 

gap time is calculated using the same optimization [10]. 

[2023] DRL-FVRestore, a deep reinforcement learning-based technique for choosing and 

restoring finger vein images, is proposed. They classified the restoration tasks as image denoising 

and augmentation, image deblurring, and image inpainting. They first propose considering the 

finger vein restoration task as a sequential decision-making process and training an agent to select 

the image restoration task adaptively based on the status of the finger vein image to gradually 

repair and improve its quality. DRL has recently been employed in image processing. Yu et al. 

were the first to use DRL to learn a technique for gradually recovering damaged images using a 

toolbox of relevant techniques. Their improved multi-path CNN can dynamically select pathways 

for different image regions, allowing for spatially shifting image denoising. Furuta et al. 

developed the first pixelated restoration framework, PixelRL. They presented the first DRL 

application to finger vein image restoration based on these findings. They also create a reward 

function based on vein feature limitations to help the trained agent acquire all vein feature 

information and choose the optimum restoration technique. [11] Appl. Sci. 2023, 13, 699, 5 of 33 
 

2. PROPOSED METHOD 

Motion blur is a type of blur that is used to give images a directed blur effect. Motion blurring 

has traditionally been related to photography and video capturing. When fast actions are captured 

in photographs or video recordings, motion blur is common. When recording a single frame, fast 

motions may cause the image to alter before the frame is finished. The proposed program makes 

use of motion blur to collect data for us. 

When implementing image convolution, the size of the matrix kernel provided determines the 

filter intensity noticed in the resulting images. Larger kernels can provide the appearance of rapid 

motion, whereas smaller kernels produce the perception of slower motion. Here's an example of 

a 5-by-5 filter. 

(

 
 

1 0 0 0 1
0 1 0 1 0
0 0 1 0 0
0 1 0 1 0
1 0 0 0 1)

 
 
 (
1

9
) 

The following Python libraries are used by the software:  

1. OpenCV 

OpenCV is one of the greatest open-source computer vision and machine learning software 

libraries. It allows developers to create large-scale projects that include image processing, motion 

detection, and image segmentation, among other things. To enable real-time computer vision 
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algorithms, OpenCV for Python combines the best of the OpenCV C++ API and the Python 

language [12,15]. 

 

2. NumPy 

 NumPy is a fork of the well-known Numeric Array object that adds two crucial components to 

create a realistic environment for scientific computing. A global object, sometimes known as a 

Ufunc object, and an N-dimensional array object are the components. The additional elements 

must be configured to work on top of any N-dimensional objects stored in a Ndarray. An array 

with dimensions can be defined using the two key bits of information contained inside it 

[13,16,17]. 

 

3. Pillow 

The Python Imaging Library (PIL) is a popular image processing library. PIL can be used to 

show images, generate thumbnails, resize, rotate, convert between file formats, enhance contrast, 

filter, and perform other digital image processing techniques, among other things. PIL supports 

image formats such as PNG, JPEG, GIF, TIFF, and BMP. It also has strong image processing 

and graphics capabilities. The image module is one of the most significant classes in PIL. It has 

an in-built capability for performing tasks such as loading images, saving, changing image 

format, and creating new images [14]. Figure 1 depicts the activity diagram [18], which describes 

the process sequences for the software. 

 

 
             Figure 1. The activity diagram of process sequences for the software 
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4. Dataset  

We used the YasminadNadia 25th Arabian Gulf Cup Iraq data collection, which contains faces 

for Arabian Gulf Cup Iraq payers and is freely available on the Kaggle 

(https://www.kaggle.com/datasets/yasminmakki/yasminadnadia-25th-arabian-gulf-cup-iraq) 

and GitHub Websites.  

 

5. Experimental results   

The suggested approach is applied to the dataset, one example of which is shown in detail below, 

and the optimal value for motion blue is selected. Table 1 displays the attributes of the original 

image and the motion-blurred image, as well as the kernel motion blur size. Table 2 shows the 

relationship between kernel motion blur size and pixel count in a blurred image. Figure 2 depicts 

the variation in kernel motion blur size for image 1. 

 

Table 1. The characteristics of the original image and the motion-blurred image with the size of 

its kernel, motion blur 
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Table 2. Shows the relationship between the size of the kernel motion blur and the number of 

pixels in the blurred image in one image. 

Image no 
Size 

Pixel 

Count 

1 5 50193 

1 10 50100 

1 15 49766 

1 20 49335 

1 60 59400 

 

 
Figure 2. Depicts the variation in kernel motion blur size for image 1. 
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We determined that the ideal size for this image is 15 based on the experimental findings in 

Tables 1 and 2 and Figure 2. 

 

3. CONCLUSION 

We suggest a way to apply a motion blur effect to a data collection using Python libraries. The 

motion blur effect will make it look like you took the photo while moving in a certain direction. 

For example, you can make a picture look like it was taken from a moving car. The software can 

figure out the perfect kernel motion blur size for each image in the dataset. We can make a 

software proposal using the method for removing irregular motion blur from several blurry 

images. 
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